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Glossary of Acronyms & Terms 

Term Definition 

  

Canary 260-millimeter quadcopter used for testing the LCAS 

GPS Global Positioning System 

I2C Inter-Integrated Circuit serial communication protocol 

LCAS Low-cost collision avoidance system 

LiDAR Light detection and ranging 

MITM Monkey-in-the-middle 

PCB Printed circuit board 

RC Radio control 

RX Received data 

SBUS Proprietary serial communication protocol developed by Futaba Corp. 

SMA Simple moving average 

tinyLiDAR Single-point LiDAR module 

TOF Time-of-flight 

TX Transmitted data 

UART Universal Asynchronous Receiver/Transmitter serial communication protocol 

UAV Unmanned aerial vehicle 

Ultrasonic Short for ultrasonic range finding sensor 
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1. Introduction 

1.1. Background 

Over the course of the last decade, interest in unmanned aerial vehicles (UAVs) has 

grown beyond the hobbyist level. Large-scale factories and warehouses have begun to use UAVs 

to monitor and track inventories [1]; while mining operations have seen the potential of using 

UAVs for surveying areas that are hazardous to employees [2] [3]. All of these operations share 

a common application: flying UAVs in indoor environments. 

There are many challenges associated with flying UAVs in an indoor environment, such 

as the lack of access to the Global Positioning System (GPS) for aid in navigation and the strict 

boundaries of the environment itself. The obvious method to overcome these challenges is to 

have an experienced pilot, who has hours of practice flying in restrictive conditions and a steady 

hand on the controls. However, even the most skilled pilot would be limited by his or her field of 

vision and reaction time, when navigating indoor environments. This is where collision 

avoidance systems come in. Collision avoidance systems look to aid, or even supplant, the pilot 

in control of the UAV. Using an array of range finding sensors, the system can identify obstacles 

and modify the control algorithm of the UAV to avoid said obstacles.  

There are commercial collision avoidance systems available, but the systems are 

expensive and limited in suppliers. Another downside to a commercial system is that typically 

the system is designed to work only on a specific platform, and cannot be easily transferred to 

another. Finally, most commercial collision avoidance systems lack full collision avoidance, 

choosing to forego obstacle detection in one or multiple directions. The most notable direction 

foregone is the upward direction since most UAVs are not intended to fly in upward restrictive 

environments. 
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1.2. Problem Statement  

This work proposes that it is possible to design a custom, low-cost collision avoidance 

system (LCAS) with the modularity needed to be transferred between UAV platforms without 

significant modification to the new platform.  

To lower the cost, while ensuring obstacle detection in every direction, the LCAS made 

use of hobbyist-grade range finding sensors alongside lower power microcontrollers and 

processors. The modularity of the LCAS is defined by two separate major components: a 

centralized processor and sensor modules. The centralized processor, referred to as the  

Monkey-in-the-Middle (MITM), captures and decodes the control signal coming into the UAV 

from a radio control (RC) receiver and modifies it before re-encoding and passing the signal onto 

the UAV’s flight controller. The modifications are made by a custom feedback controller using 

distance measurements provided by sensor modules. The LCAS’s sensor modules, referred to as 

the Sensor Boards, utilize embedded microcontrollers to control an array of range finding sensors 

and determine the smallest distance measurement from the array. One Sensor Board operates 

independently from another, allowing each direction of motion to have its own board. 

In addition to the prototyping of the LCAS hardware, a one-dimensional model of a UAV 

was developed to aide in the design of the MITM’s custom feedback controller for the forward 

direction. The model was derived by curve-fitting the response of the Canary quadcopter to a 

series of increasing step inputs. The Canary is a 260-mm quadrotor platform used for developing 

and testing the prototype LCAS. Using the computational software MATLAB, simulations were 

conducted that tested the model’s response to the same step inputs used previously. The model 

was then validated by comparing the model’s responses to those of the Canary quadcopter.  

The overall goal of this work was to provide a proof of concept for and determine the 

feasibility of the LCAS for use on UAVs in indoor environments. To complete this work in a 
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reasonable amount of time, the proof of concept was done for only a single direction of motion: 

the forward direction. As a result, the methodology created can be used for developing future 

models and controllers for the remaining directions of motion. 

1.3. Overview of Obstacle Detection  

Within the context of use in the LCAS, obstacle detection is defined as the process of 

measuring the linear distance from the UAV platform to an obstacle. When maneuvering in a 

three-dimensional environment obstacle detection is needed for each direction about the center of 

a UAV. This means that a total of six directions must have obstacle detection. The following 

sections describe the obstacle detection methods considered for use in the LCAS. 

1.3.1. Stereovision 

Stereovision is an increasingly popular method used on commercial UAVs, such as on 

the DJI Mavic 2 Pro and Skydio 2. This method uses one or more cameras to capture images of 

the environment around a UAV. Through image processing, certain information about obstacles 

can be extracted, notably the relative angle of the UAV to the obstacle. However, it can be 

computationally difficult to estimate the location, size, and distance to an obstacle; that is not 

even taking into consideration the quality of the image, such as lighting and any restriction on 

the cameras’ field-of-view [4].  

Figure 1 shows the usage of stereovision by the DJI Mavic 2 Pro for backward direction 

obstacle detection. 
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Figure 1: DJI Mavic 2 Pro rear stereovision cameras [5] 

 

While recent advancements in the field of image processing have made stereovision more 

consistent and reliable, the implementation is complex and can be difficult in low-cost systems 

like the LCAS.  

1.3.2. Ultrasonic Sensing  

A classic method for obstacle detection is sonar via ultrasonic range finding sensors 

(ultrasonic for short). The use of ultrasonic sound waves in navigation has been around for 

decades and can be found in many transportation systems [4]. Ultrasonics emit bursts of high 

frequencies that are bounced back as an echo when encountering an obstacle. The time between 

the burst emission and detection of an echo can be used to calculate a distance to the obstacle, 

since the speed of sound is known [6] [7]. Figure 2 depicts the ultrasonic sensing method used by 

the HC-SR04 ultrasonic. 
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Figure 2: How the HC-SR04 ultrasonic range finding sensor measures distances [6] 

 

Ultrasonics are considered very reliable, not being affected by dust or atmospheric 

conditions. Also, ultrasonics have rather large sensing ranges and areas, such as the 4-m range 

offered by the HC-SR04 ultrasonic [4] [8]. However, ultrasonics are not without faults. Porous 

materials tend to absorb sound waves thus reducing the effectiveness and measurement accuracy 

of the sensor when encountering such obstacles [9]. Finally, compared to other methods of 

obstacle detection, ultrasonic sensing is slow due to the operating speed being limited to the 

speed of sound. For example, consider there to be an object at 2 m from an ultrasonic. The 

operating time required to measure that distance can be found using the following equation, 

adapted from [8]: 

 𝑡 =
𝑑

𝑣𝑠𝑜𝑢𝑛𝑑
 (1) 

Substituting 2 m for 𝑑 and 343 m/s for 𝑣𝑠𝑜𝑢𝑛𝑑, the operating time is 

 𝑡 =  
(2 𝑚)

343 𝑚/𝑠
= 5.83 𝑚𝑠 (2) 

An operating time of 5.83 ms seems reasonable, but that is only for one sensor. A collision 

avoidance system like the LCAS will need an ultrasonic for each of a UAV’s six directions of 
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motion. Additionally, each of the six ultrasonics would have to be operated sequentially to 

prevent the sensors from interfering with each other, as low-cost ultrasonics like the HC-SR04 

do not have the means to differentiate between its own echo or that of another ultrasonic. 

Extrapolating the operating time from Equation (2) to account for an additional five ultrasonics, 

the total operating time would be approximately 35 ms. Considering the speeds at which a UAV 

can fly, a 35-ms operating time is too slow for providing distance measurements to the LCAS. 

Either a different obstacle detection method is needed or a different type of ranging sensor is 

needed to provide distance measurements in the interim between ultrasonic distance 

measurements. 

1.3.3. TOF LiDAR Systems 

Another common method for obstacle detection is the use of light detection and ranging, 

or LiDAR. A LiDAR operates on the concept of light reflection. When triggered, a LiDAR emits 

an infrared laser light pulse and measures the amount of time it takes for the reflected pulse to be 

detected [7] [10]. Different types of LiDAR are defined by how the time measurements are 

handled. In regards to the LCAS, the type of LiDAR under consideration is time-of-flight (TOF), 

which derives a distance value from the time measurement using the same methodology as 

ultrasonic sensing.  

Unlike ultrasonics, a LiDAR is quick to make distance measurements since it operates at 

the speed of light. However, a LiDAR is susceptible to interference from dust and atmospheric 

conditions. Also, the infrared pulses used by a LiDAR can be adversely affected by objects with 

a sheen or a property that alters how the infrared pulse is reflected [9] [11] [12]. 

It might be assumed that a LiDAR system is an expensive option for use in the LCAS, 

given most professional applications use a rotating platform and high-end optics. For example, 
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The Mavic Air 2 is only capable of full autonomy when using DJI’s ActiveTrack 3.0. 

When in this mode the UAV is set to follow a predetermined target, such as a runner or a 

vehicle, and the collision avoidance system is used to detect and avoid obstacles in the tracking 

path. If an obstacle is detected, the Mavic Air 2 will attempt to fly around it and will hover in 

place if a suitable path cannot be detected [19].  

The collision avoidance system is further utilized by the Mavic Air 2’s Advanced Pilot 

Assistance System (APAS). This system complements a user piloting the UAV manually by 

using data from the sensors to generate a real-time map of its surroundings and determine an 

appropriate path to avoid any obstacles detected while in flight [19] [20]. 

A major drawback of the Mavic Air 2’s collision avoidance lies in the type of sensors and 

the absence of collision avoidance in the left, right, and upward directions. By only using vision 

and infrared sensors, the UAV is susceptible to measurement errors when an obstacle’s surface 

has a sheen or is reflective. Under low light conditions the vision sensors are not able to work, 

leaving only the downward infrared TOF sensor to provide distance measurements. Also, the 

Mavic Air 2’s collision avoidance system is not capable of sensing small objects, such as 

electrical wires, and tracking moving objects, such as people [19].  

At the time of writing the UAV is available, from DJI, for $799 [20]. The Mavic Air 2 is 

shown in Figure 5 and an operational visualization of the UAV’s backward sensors is given in 

Figure 6. 
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Figure 5: DJI Mavic Air 2 

 

 

Figure 6: Visualization of the Mavic Air 2’s backward obstacle detection [20] 

 

2.1.2. DJI Mavic 2 Pro 

DJI’s Mavic 2 Pro was released in August 2018. [21]. The Mavic 2 Pro is DJI’s first 

UAV capable of obstacle detection in all six directions. Dual vision sensors are used in the 

forward, backward, and downward directions, while single vision sensors are used in the lateral 

(left-right) directions. Dual, three-dimensional infrared sensors are used on both the upward and 
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downward directions. The measurement ranges and field of view angles for all directions are 

summarized in the Table I, adapted from [22].  

Table I: Mavic 2 Pro sensor specifications 

 

Direction Sensor type(s) Range [m] Horizontal FOV 

[°] 

Vertical FOV  

[°] 

Forward Dual vision 0.5 – 40 40 70 

Backward Dual vision 0.5 – 32 60 77 

Downward Dual vision 

Dual infrared 

0.5 – 22 n/a n/a 

Upward Dual infrared 0.1 – 8 n/a n/a 

Lateral Single vision 0.5 – 10 80 65 

 

 The Mavic 2 Pro expands upon the Mavic Air 2’s autonomous flight capabilities by 

introducing additional flight modes that utilize the increased number of sensors and sensing 

directions. The first mode is Waypoint Navigation. In this mode the user draws a path for the 

UAV to follow by marking GPS waypoints in DJI’s mission planning software. During the 

flight, the UAV will attempt to navigate to the waypoints and utilize the collision avoidance 

system to detect any obstacles in the path. If obstacles are detected the UAV will scan for the 

most appropriate path that will avoid the obstacle [21] [22]. The second mode is an autonomous 

Return to Home (RTH). When switched into RTH, the Mavic 2 Pro automatically creates a flight 

path to return to the last known home position using GPS data. Once following the flight path, 

the UAV uses its collision avoidance system to scan for obstacles and adjust the path as 

necessary [21]. 

 Furthermore, the Mavic 2 Pro offers stability and tracking accuracy in ActiveTrack 2.0. 

By utilizing its obstacle detection sensors, the UAV can track targets at high speeds and maintain 

a constant distance. When tracking, the UAV can detect and actively avoid obstacles in the 

forward and backward direction, provided the collision avoidance system can determine an 
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appropriate path. This methodology is the same one used in the newer Mavic Air 2’s 

ActiveTrack 3.0.   

 Finally, the Mavic 2 Pro’s APAS operates the same as on the Mavic Air 2. When under 

manual control, the APAS scans the environment looking for obstacles in the forward and 

backward directions. Upon detection of obstacles, the system determines the most appropriate 

path to avoid those obstacles and overrides manual control in order to follow the path [21] [22]. 

Also, the Mavic 2 Pro shares the same faults of the Mavic Air 2, being susceptible to sensor 

failure in low-light conditions.  

 At time of this writing, the UAV is available directly from DJI for $1599 [22]. The Mavic 

2 Pro is shown in Figure 7 with the UAV’s collision avoidance system sensors labeled. 

 

Figure 7: DJI Mavic 2 Pro’s collision avoidance system [21] 

 

2.1.3. Skydio 2 

One of the main competitors to DJI’s Mavic 2 Pro is the Skydio 2. The intended use of 

the Skydio 2, released in October 2019, is for capturing smooth, cinematic footage of actively 

moving targets. The UAV is known for superior camera stability and excellent autonomous 

navigation [23]. The Skydio 2’s collision avoidance system makes use of six professional-grade, 
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4K cameras for building a three-dimensional map of the UAV’s environment. The cameras are 

arranged in trinocular configurations on the top and bottom sides of the Skydio 2. Each camera 

has a 200° field of view and via the Skydio Autonomy Engine the UAV’s navigation system can 

build a 360° model of its environment. The collision avoidance system uses the model to predict 

the changes in the environment and makes decisions on any changes to the UAV’s flight path. 

All of this is done 500 times per second, with the cameras providing 30 frames per second. The 

measurement range of the Skydio 2’s cameras is not specified, though, the UAV is reported to be 

capable of tracking and following targets at a maximum height of 8 m, which can be increased to 

16 m for larger targets, such as vehicles [23] [24].  

The Skydio 2’s collision avoidance system is, by default, always enabled. Therefore, 

when the UAV is under manual control the system overrides the pilot’s input when the UAV 

needs to avoid an obstacle. While both the DJI Mavic Air 2 and Mavic 2 Pro were limited to 

forward and backward obstacle detection during manual flight, the Skydio 2 is not so limited, 

allowing the pilot to have obstacle avoidance assistance in all six directions [24] [25]. 

The only drawbacks of the Skydio 2 are that the UAV’s navigation cameras are not able 

to function properly in low-light conditions or darkness and cannot detect objects smaller than 

12 mm in diameter, much like both DJI UAVs [23]. 

At the time of this writing the Skydio 2 is available from Skydio for $999, with an 

additional $149 for an RC controller to enable manual control [24]. The Skydio 2 is shown in 

Figure 8. 
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Figure 8: Skydio 2 [24] 

 

2.2. Published Literature 

Significant amounts of research have gone into the development of collision avoidance 

systems for UAVs. As mentioned previously most of the research has been for systems that work 

in conjunction with, or are a component of, autonomy systems, such as [26], [27], and [28]. 

However, there has been literature published on the concept of low-cost, collision avoidance 

systems providing aid to a pilot when a UAV is under manual control. 

Described in [29] is a low-cost system that utilized a rotating TOF LiDAR on top of the 

UAV to detect obstacles. When in operation, the LiDAR scanned the environment around the 

UAV to produce a constantly updating 360° scan. The scan data were split into eight zones that 

the system’s obstacle detection algorithm classified on a threat scale. If the same threat was 

detected three times in a row in the same zone, then the system defined the threat as an obstacle 

to avoid. The system then chose a zone with the lowest threat level to move into. The reactionary 

force used to move to the safest zone was determined based on the threat level of the obstacle 

and the distance of the UAV to the obstacle. While the system was able to avoid collisions, it 

limited the UAV to low operating speeds and small roll and pitch angles [29]. Furthermore, by 
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Table IV: SBUS channel naming scheme 

 

Channel Name Description 

1 Thr Throttle; altitude (upward/downward) control* 

2 Ail Aileron; roll (left/right) control* 

3 Ele Elevator; pitch (forward/backward) control* 

4 Rud Rudder; yaw (rotation) control* 

5 ARM System arm/disarm* 

6 Hld Altitude hold enable 

7 LOG Data logging enable 

8 sbEN Enables communications with the Sensor Boards & feedback system 

 vEN Overrides Ele with the step magnitude from VEL; used only during 

modeling data collection 

9 ctrlEN Enables LCAS feedback controllers; sbEN has to be enabled first 

10 VEL Controls magnitude of Ele step; used only during modelling data 

collection 

11 n/a Unused  

12 n/a Unused 

13 n/a Unused 

14 n/a Unused 

15 n/a Unused 

16 n/a Unused  

 

3.3. Kalman Filter 

To aid in the development of the Canary model data fusion was used to combine GPS and 

accelerometer data into a position estimate that was more accurate and consistent than an 

estimate based on the individual sensors. A common method of data fusion, the Kalman filter is a 

recursive algorithm that estimates unknown states, or variables, based on an estimation of a joint 

probability distribution over the known states for each sampling period [39] [40]. There are two 

stages to the Kalman filter: prediction/extrapolation and update. 

3.3.1. State-space Model 

To begin with, a state-space model has to be derived for the system. The system model 

used is given by the following equations adapted from [41, pp. 123-124]: 

 𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 + 𝑤𝑘 (5) 

 𝑦𝑘 = 𝐶𝑥𝑘 + 𝑣𝑘 (6) 
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[

𝑥𝑘
𝑦𝑘
𝑎𝑥,𝑘
𝑎𝑦,𝑘

]

⏟  
𝑦𝑘

= [

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

]

⏟              
𝐶 [

 
 
 
 
 
𝑥
𝑦
𝑣𝑥
𝑣𝑦
𝑎𝑥
𝑎𝑦]
 
 
 
 
 

⏟
𝑥𝑘

+ 𝑣𝑘 
(29) 

 With the state-space model built, the GPS and accelerometer data were passed into the 

Kalman filter algorithm. For the prediction stage the uncertainty, 𝑞, was optimized to be 1x10-5 

after a few iterations of the Kalman filter. Therefore, the process noise covariance was defined as  

 𝑄 =  

[
 
 
 
 
 
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 𝑞 0
0 0 0 0 0 𝑞]

 
 
 
 
 

 (30) 

For the update stage the measurement noise covariance matrix, 𝑅, was derived by calculating the 

magnitude of the autocorrelation of the measurement noise for each of the known states (𝑥, 𝑦, 𝑎𝑥, 

and 𝑎𝑦). Thus, the matrix was defined as  

 𝑅 =

[
 
 
 
 
𝑅𝑥𝑥 0 0 0
0 𝑅𝑦𝑦 0 0

0 0 𝑅𝑎𝑥𝑎𝑥 0

0 0 0 𝑅𝑎𝑦𝑎𝑦]
 
 
 
 

 (31) 

4.4. Step Response Results 

The GPS and Kalman filter position estimates for both flights are shown in Figures 20 

and 21. Note that the x- and y-positions refer to the Canary’s latitude and longitude, respectively, 

in meters.  
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Sensor Board communications and feedback controller were disabled, and replaced with the 

logging of position and acceleration data from a GPS module and an accelerometer, respectively.  

6.5.4.1. Modification to SBUS Communications & Logging 

The GPSA version of the MITM maintained the same procedure for receiving and 

transmitting SBUS signals that was used in other versions of the MITM. The only changes made 

were how the MITM labeled and handled certain channel values. The sbEN channel was 

renamed to vEN and used to trigger a step in the forward direction of motion. Another channel, 

VEL, was added that controlled the magnitude of the step. For more details on the channel names 

refer to Table IV. 

When the vEN was triggered, the MITM would use the value from VEL to replace the Ele 

channel and set the magnitude of the step. However, Ele can only range from SBUS neutral to 

SBUS maximum values when the Canary is in forward motion. Therefore, the value of VEL had 

to be scaled to be in the same range, using the following linear regression:  

 𝐸𝑙𝑒′ = 
1

2
𝑉𝐸𝐿 + 986 (65) 

where 𝐸𝑙𝑒′ is the new value of Ele.  

 The procedure for logging the RX and TX SBUS frames was only modified to change the 

name of sbEN to vEN and to add VEL. 

6.5.4.2. GPS Control & Logging 

To record the GPS position (latitude, longitude, and altitude) of the Canary, the GPSA 

made use of a 3D Robotics uBlox GPS with Compass module. Using the gps3 Python library, the 

MITM could communicate with the module over UART. Since the MITM’s built-in UART bus 

was being used for SBUS communications, a USB-to-TTL adapter was used to create the GPS 

module’s UART bus. Figure 67 shows the GPS module and its connection to the MITM. 
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7. Prototype Testing 

7.1. Methodology 

Testing of the prototype LCAS proved to be a significant challenge. There were many 

variables that could not easily be held constant. For instance, any wind in the environment would 

cause disturbances in the Canary’s flight that would be up to a pilot to correct for. To limit the 

number of variables in the testing environment a testing methodology was developed. 

The first component of the methodology was to use a single Sensor Board in the LCAS. 

The Sensor Board was implemented to detect and measure distances to obstacles in the forward 

direction, matching the testing parameters used when deriving the Canary’s model (Section 4) 

and designing the forward feedback controller (Section 5). 

The second component of the methodology dealt with the forward direction SBUS input 

Ele (see Table IV). The maximum value of Ele was limited to only 1200 to match the input used 

in the Scenario 1 simulations from the feedback controller design. Furthermore, the 1200 limit 

was intended to simulate how a pilot would handle the UAV in an indoor environment. 

The third methodology component was the setting of the desired minimum distance from 

obstacles to 500 mm and the controller activation distance to 1000 mm from obstacles. The 

desired minimum distance was carried over from the feedback controller design. The 1000-mm 

activation distance was chosen to provide more time for the LCAS to react. 

The fourth and final component of the methodology focused on minimizing the impact of 

environmental variables on the Canary. Minimization of wind was accomplished by choosing a 

testing sight that was partially shielded from wind gusts. Since it was not possible to prevent all 

wind disturbances, the Canary was orientated with its forward direction orthogonal to the wind’s 
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direction. To ensure valid distance readings from the Sensor Board the testing perimeter was 

limited to 4 m from the wall.  

The environment used for testing the LCAS prototype was the grassy area between Main 

Hall and the Museum Building on Montana Tech’s campus. A picture of the testing area is 

shown in Figure 76.  

 

Figure 76: LCAS prototype testing area 

 

7.2. Results 

A total of five tests were conducted on the LCAS over the course of one flight using the 

methodology described in the previous section. The position of and the input to the Canary for 

the full flight are shown in Figures 77 and 78, respectively. 
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Figure 77: Canary position during LCAS testing flight 

 

 

Figure 78: Canary input during LCAS testing flight 

 

To better interpret the data the five individual test results were separated out. The first 

test results are shown in Figure 79. 
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Figure 79: Prototype LCAS Test 1 results 

 

Looking at Figure 79, the LCAS failed to respond to the activation distance and did not 

modify the Ele channel. Instead the pilot prevented the Canary from colliding with the wall. 

Test 2 results are shown in Figure 80. 

 

Figure 80: Prototype LCAS Test 2 results 

 


